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There are numerous applications for deep UV AlGaN Light-Emitting Diodes (LEDs) in virus inactivation, air and water
purification, sterilization, bioagent detection and UV polymer curing. The long-term stability of these LEDs is also of interest for
long-duration space missions such as the Laser Interferometer Space Antenna (LISA), the first gravitational wave detector in space.
We review the literature on long-term aging of these devices as a function of drive current, temperature and dc versus pulsed
operation. The LEDs typically show a gradual decline in output power (up to 50%) over extended operating times (>100 h) and the
rate of decline is mainly driven by current and temperature. Experimentally, the degradation rate is dependent on the cube of drive
current density and exponentially on temperature. The main mechanism for this decline appears to be creation/migration of point
defects. Pre-screening by considering the ratio of band edge-to-midgap emission and LED ideality factor is effective in identifying
populations of devices that show long lifetimes (>10,000 h), defined as output power falling to 70% of the initial value.
© 2023 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access
article distributed under the terms of the Creative Commons Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/
by/4.0/), which permits unrestricted reuse of the work in any medium, provided the original work is properly cited. [DOI: 10.1149/
2162-8777/acd602]
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the JSS Focus Issue on Recent Developments in Theory, Measurements and Applications of Luminescent Materials: A Tribute to
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Existing applications for deep UV Light-Emitting Diodes (LEDs)
include sterilization, water purification, monitoring nitrates in water,
NOx monitoring emissions from combustion engines, agriculture,
light sources for high-density optical memory, short wavelength
lithography as well as various curing processes.1–21 The UV
wavelength range is divided into four bands, UVA (315–400 nm),
UVB (280–315 nm), UVC (200–280 nm), and vacuum ultraviolet
(100–200 nm). UVC radiation is able to inactivate SARS-CoV-2,
compromising its viral genome and virion integrity.13,17 Emission in
the UVA region serves as the primary light source in the curing of
UV glue,19 light therapy, air purification,16,18 and 3D printing.1,4,8

The UVB and UVC bands correspond to the peaks of the absorption
spectra of DNA and RNA, enabling their use in deactivating a range
of virus sources.13,14,16–18 The disinfection capability of these LEDs
is used in systems for water purification.10,11,15,16 UVC sources are
also used for medical applications such as purification cycle
processing and sterilization. The UVC range from 200–230 nm is
safe for human exposure while retaining strong germicidal
capabilities.1,4,8

These LEDs can be modulated at much higher frequencies than
competing UV sources such as Hg or excimer (KrBr or KrCl) lamps
and have low noise, flexible form factors and relatively high internal
quantum efficiency.1,8,22–29 An important basic science application
will be to provide a discharge capability on the free-flying test
masses within the Laser Interferometer Space Antenna (LISA),
which will be the first gravitational wave detector in space.30–32

Since these test masses will be subjected to a constant background
flux of galactic cosmic rays and solar energetic particles, which
result in a net positive charge on the test masses, a charge
management system is needed to minimize the effect of electrostatic
forces on gravitational-wave observations. This charge

compensation will be achieved by pulsed illumination from arrays
of deep UV LEDs.30–32

The external quantum efficiency (EQE) of AlxGa1-xN-based UV
LEDs decreases rapidly as the molar fraction (x) of Al increases
and is typically <0.5 percent for UVC LEDs in the 230–240 nm
range 33–40 as shown in Fig. 1.1 Increasing the Al content generally
results in a poor crystallinity of AlGaN epilayers, causing a low
internal quantum efficiency (IQE).41–52 Both n-type and p-type
doping efficiencies of AlGaN are low because of the increase in
ionization energies of dopants with increasing Al
composition.1,4,39,40 This leads to high contact resistance and
inefficient current injection efficiency into the active region. The
light-extraction efficiency of AlGaN UV LEDs grown on c-plane
sapphire substrates is limited by the valence band structure of high
Al content AlGaN, causing a shift in the polarization of light at
short wavelength for c-plane device structures.53–60 Emission at
germicidal UVC wavelengths is primarily in the transverse electric
(TE) polarization mode for a c-plane substrate, and thus perpendi-
cular to the substrate surface.61–66 At shorter wavelengths, the
electron-hole recombination causes a change in photon polarization
from having the E field perpendicular to the c-axis to having the
emission being dominated by the transverse magnetic (TM)
polarization mode, emitting parallel to the planar surface. This
greatly reduces the light extraction from the LED at short
wavelengths.45,67–73 Park et al.39 and Chu et al.40 have recently
reviewed approaches to improving contact resistance and transpar-
ency of the heavily doped contact layers, epitaxial layer quality,
light extraction efficiency and current injection efficiency.34,38,74–96

Despite limitations due to low doping efficiency in the high-Al
contact layers on both sides of the junction, electrical efficiencies at
a typical 20 mA drive current can exceed 80%.62,97–114

It is important to obtain high-quality AlGaN layers to realize high
LED efficiencies. Figure 2 shows the internal quantum efficiency for
LEDs as a function of dislocation density.115 It is found that
threading dislocations act as non-radiative recombination centers
and induce point defects that can create parasitic recombinationzE-mail: spear@mse.ufl.edu
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pathways and compensate intentional dopants.53,54 As it is difficult
to obtain high-quality bulk AlGaN single crystals, it is common to
use AlN as a template, to reduce the dislocation density and strain in
the LED structure.62–64,67,69,80,92 Figure 3 shows a deep UV LED
structure fabricated on an AlN template grown on a sapphire
substrate.116 This also improves the photon extraction efficiency
that is complicated by theTE-to-TM transition. UVC LEDs grown
on AlN have higher efficiency at shorter wavelengths than those
grown on sapphire substrates, while improving thermal conductivity
and minimizing thermal expansion mismatches5,28,29,39. Note the
complicated layer structure needed to optimize carrier injection and
reduce the effects of high resistance on either side of the p-n
junction.

Figure 4 shows a deep UV LED structure fabricated on an AlN
substrate. Pseudomorphic growth of the LED structure on bulk AlN
substrates results in atomically flat epitaxial layers. The reduction in
lattice mismatch results in lower strain and reduced threading
dislocation density. This reduces non-radiative recombination, point
defect densities and three-dimensional growth near the dislocations.
A high-resolution Transmission Electron Microscopy (TEM) image
of the quantum well region of such a structure is shown in Fig. 5.3

The lack of dislocations is consistent with pseudomorphic growth on
low defect AlN substrates.34

The reliability of these light sources is clearly of interest.62,97–110

Several groups have reported lifetimes over 3500 h at 20 mA, with a
logarithmic rate of decline of output power dependent on tempera-
ture and drive current.24,27,46,100,107,111–116 It is common to deter-
mine the failure rate at operating temperatures by extrapolating from
the failure rate under thermally-accelerated stress conditions through
the Arrhenius equation, but this does not capture failure mechanisms
that are not accelerated by elevated temperatures.117–121

Typical output spectra from such as a structure are shown in
Fig. 6, as a function o drive current. The spectrum consists of the
main band-to-band emission centered at 237 nm, as well as broad
midgap emission peaks around 340 and 470 nm due to defects in the
epitaxial layers. The ratio of band edge to midgap emission is an
important predictor of LED longevity under operating conditions,
since it is a quantitative indicator of how much energy is going into
radiative processes compared to processes that promote heating and
defect creation and migration.

In this paper we summarize recent progress in quantifying the
lifetimes of large populations of deep UV LEDs over a broad range
of duty cycles, temperatures and currents. There has been out-
standing progress in achieving long lifetimes (many thousands of
hours)57,122–127 by improvements in the quality of the epitaxial layer
growth128–133 and LED fabrication and packaging processes.7 The
lifetimes are still limited by the density of point defects that originate
from the initial growth and can also be created and migrate to the
active region during subsequent operation. While the main focus is
on the deep UVC LEDs, we also discuss some of the literature from
UVA LEDs and other wavelengths to place the work in context and
take advantage of the large information base on the reliability of
those devices.

Literature Results

There are a significant number of reliability studies in the
literature for deep UV LEDs.

41,57,98,122–127,134–146 In general, the
results are quite consistent. For example, Glaab et al.114 reported on
the degradation behavior of AlGaN multiple-quantum well (MQW)
LEDs emitting at 233 nm. Stressing was performed at a DC current
of 100 mA for 1000 h of operation. A strong reduction of the MQW

Figure 1. Reported EQEs of UV LEDs as a function of emission wavelength. Noticeable is the drop in EQE for wavelengths shorter than 365 nm, which marks
the transition from InGaN- to AlGaN-based LED technologies. The full name of abbreviations are: Chinese Academy of Sciences (CAS), Ferdinand-Braun-
Institut, Berlin (FBH-Berlin), Hebei University of Technology (HEBUT), Huazhong University of Science and Technology (HUST), Fraunhofer Institute for
Applied Solid State Physics (IAF), National Chiao Tung University (NCTU), Nippon Telegraph and Telephone Corporation (NTT), National Institute of
Information and Communications Technology (NICT), Ohio State University (OSU), Palo Alto Research Center (PARC), Sensor Electronic Technology, Inc
(SETi), Technische Universität Berlin (TU Berlin), University of Wisconsin–Madison (UM-Madison), University of South Carolina (USC), University of
Science and Technology of China (USTC). Reprinted with permission from Liang et al.7 Copyright 2022, John Wiley and Sons.
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luminescence in the first 250 h and nearly stable MQW emission
power over the remaining operation period was observed. Since the
band edge emission and that of defect peaks centered at 266 and
403 nm changed with the same trends, this suggested the presence of
a common degradation process. During stressing, the leakage current
below the turn-on voltage increased. The intensity of another defect
peak at 500 nm increased with aging time. The degradation
mechanism was suggested to be an increase in the concentration
of non-radiative recombination centers in the AlGaN active
region.139–144 The density of point defects acting as centers for
trap-assisted radiative recombination outside the active region
increased. Typically, the degradation is accelerated by the operation
current and temperature28,40,41,49,57,100,107,126,142–148

Trivellin et al.127 summarized mechanisms for the degradation of
output power deep UV LEDs during operation and suggested that there
were a number of processes that could be present. These included:

i. The creation of non-radiative defects like Ga vacancies along
dislocations in the structures, especially related to
Mg-doping101,102,107 that lead to a parasitic leakage path. Cao
et al.103 and Wang et al.107 suggested that Ga vacancies were
induced by loss of substitutional Mg atoms to interstitial sites
during LED operation. In other words, the low solubility of Mg
on Ga sites in the p-type layers of the LED is a factor in
determining reliability. Thus, a key element in optimizing
reliability would be to minimize dislocation densities during
growth and avoid “over-doping” the p-layers so that loss of Mg
from solution is minimized;

ii. Migration of Al atoms from the cladding layers108,109

iii. Creation of compensating N vacancies in the p-type electron
barrier near the quantum wells,109 leading to reduced p-type
conductivity110,111

iv. Migration of donor impurities during LED operation112

v. Reactivation of hydrogen passivated Mg acceptors in the
p-layers.113,114 This leads to an initial increase in output power
because of the availability of a higher hole concentration

vi. Presence of other defect-impurity complexes such as substitu-
tional carbon on a nitrogen lattice site (CN) and complexes of
CN with oxygen116,117

vii. The presence of O impurities in the AlGaN layers produces
self-compensation through creation of Al vacancies149

viii. Auger recombination during operation creating hot carriers that
ionize point defects around the active region, increasing the
recombination rate or trap-assisted tunneling conduction116,118

ix. Electromigration of contact metals114 or stress induced by
bonding of metals to heat sinks119

x. Deterioration of transmittance of encapsulation
materials.120,121 Uedono et al.122 reported formation of va-
cancy-oxygen complexes in AlN epitaxial films and suggested
these could be a source of grown-in defects in the layers used
for the deep UV LEDs. Su et al.147 reported an increase in
concentration of deep trap states at Ec–0.5 eV (E2), 0.68–-
0.79 eV (E3), and 0.95–1.2 eV (E4) after current stress.

Kobayashi et al.148 reported the use of many (20) quantum wells in
226 nm LEDs grown on AlN substrates to improve carrier injection
into the active regions and demonstrated lifetimes at 25 °C of>1500 h
for 100 mA drive current. They attributed the improved lifetime to the
low dislocation density with AlN substrates.148

Roccato et al.149 reported a combined deep level spectroscopy
and TCAD simulation study where they identified the traps
appearing during aging and then simulated what effect their spatial
location would have on the device lifetime kinetics. Three deep trap
states at EC−0.94 eV, EC−3.06 eV, and EC−3.52 eV were identified
and suggested to be located near the electron blocking layer. The
increase of current in the forward-current region below turn-on was
suggested to originate from trap-assisted tunneling. The kinetics
were also indicative of a diffusion of these trap centers to this
location on the p-side of the junction.

Figure 7 summarizes reported degradation mechanisms for deep UV
LEDs reported in the literature. Specific to devices grown on AlN
substrates, there is 5x improvement in lifetime with a decrease in

Figure 2. IQE of AlGaN MQWs as a function of threading dislocation density for excitation with an excess carrier density of 1018 cm−3. The dislocation density
was determined from XRD rocking curves, plan-view TEM and cathodoluminescence. The theoretical calculations are based on a diffusion model of non-
radiative carrier recombination at threading dislocations. Figure reproduced from: Ref. 115 with permission The Japan Society of Applied Physics and IOP.
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oxygen content in the AlGaN layers, as determined by Secondary Ion
Mass Spectrometry measurements.150 It was suggested that oxygen
created Al vacancies, but also pointed out that any point defect creation
will cause degradation in optical output and hence affect the perceived
lifetime. Oxygen impurities in the AlGaN layers produce self-compen-
sation through creation of Al vacancies. Other possibilities for the
defects controlling lifetime include the presence of defect-impurity
complexes such as substitutional carbon on a nitrogen lattice site (CN)
and complexes of CN with oxygen. We do not believe hydrogen plays a
major role, since its main electrical effect is passivation of Mg acceptors
and these will reactivate during forward bias operation, producing an
increase in emission intensity. The main suspects in terms of impurities
are oxygen dn carbon, since these are present from the growth
precursors and also native defects such as Ga and Al vacancies.

The literature shows a consistent increase in reverse bias current
in the LEDs and an increase in diode ideality factor during long-term
operation, as the output power decreases. It is not always the case
that midgap defect emission increases, possibly due to trap satura-
tion effects. These observations suggest some approaches to pre-
selecting LEDs based on their initial characteristics prior to extended
testing, since parametric testing can reveal the presence of a larger

than normal population of point defects that can accelerate the
degradation. Figure 8 (top) shows a typical set of output power
versus time plots for 20 Crystal IS LEDs operated at 20 mA and then
for typical devices operated at different drive currents (bottom). The
rate of the continuous decay observed depends on drive current and
was seen to be correlated to reducing the oxygen content in the
epitaxial AlN buffer layer. As was discussed earlier, it was suggested
that oxygen in AlN can self-compensate by driving the creation of
Al vacancies. The migration of these detects into the active region
during LED operation was thought to be one factor producing the
loss of output power. It is also worth noting for practical applications
that the packaging issue is non-trivial for deep UV LEDs, since the
high photon energy can degrade packaging materials. The packaging
of DUV-LEDs is challenging due to the following factors:

• High refractive index of packaging materials: The high
refractive index of most packaging materials causes significant light
reflection and loss, which reduces the light output of DUV-LEDs.

• Chemical instability of packaging materials: Many packaging
materials are unstable in the presence of UV radiation, which can
lead to degradation of the device performance and reliability.

Figure 3. Schematic of LED layer structure grown on AlN template on a sapphire substrate. The arrows show the electron flow direction through the lateral n-
contact and vertical injection layer to the MQWs.reprinted from Knauer et al.116, https://doi.org/10.7567/1347-4065/ab0f13, Open access.
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• Thermal management: DUV-LEDs generate a significant
amount of heat, which must be effectively dissipated to prevent
damage to the device.

• Hermeticity: DUV-LEDs must be packaged in a hermetic
manner to prevent moisture ingress, which can lead to corrosion and
device failure.

A number of different packaging technologies have been devel-
oped to address these challenges, including:

• Liquid encapsulation: Liquid encapsulation uses a low-refrac-
tive-index liquid to fill the gap between the DUV-LED and the
package, which reduces light reflection and loss.

• Hermetic bonding: Hermetic bonding uses a high-temperature,
high-pressure process to bond the package to the DUV-LED, which
creates a hermetic seal that prevents moisture ingress.

• Active cooling: Active cooling uses fans or heat pipes to
actively remove heat from the DUV-LED, which improves the
device performance and reliability.

The development of new packaging technologies for DUV-LEDs
is an active area of research, and continued progress in this area will
be essential for the commercialization of this technology.

What is clear from the literature is

i. Multiple degradation mechanisms may be present41,108,109,142–150

ii. Migration of defects already present in the as-grown structure,
or created during subsequent operation, can migrate into the
active regions.41,97,142–150

iii. Careful attention must be paid to removing residual hydrogen
incorporated in the epi structure from the growth
precursors.1–4,100,101

iv. The Mg doping level in the p-layers should not exceed the solid
solubility to minimize subsequent loss of Mg from solution and
associated creation of Ga vacancies.107–109

v. The dislocation density should be minimized, favoring
use of AlN substrates and careful optimization of buffer
layers.1–4,149,150

vi. The purity of the growth precursors and avoidance of oxygen
in the growth ambient is critical.62,149

vii. The degradation rate is a strong function of current density
during operation, showing typically a cube power dependence
and also on LED temperature.41,142–150

viii. A characteristic of the loss of optical power during extended
testing is an associated increase in ideality factor n, due to
generation of point defects within or around the active region
during the stress and also an increase in the reverse bias
leakage current and the subthreshold leakage due to increased
defect-assisted carrier tunneling.1–4

ix. Pre-selection of LEDs based on parametric testing is
desirable.142

Predicting Reliability

There are various approaches to predicting the lifetime of UV
LEDs, most of which are based on LEDs of other wavelengths and
are not necessarily directly relevant but they do provide guidance. In
the early days of compound semiconductor photonic devices, the
reliability was generally derived from accelerated stress aging at
elevated temperatures.151 The power output as a function of time,
POUT (t), was then assumed to be given by

( ) = τ−P t P expUT
t

0 0

where P0 is the initial power output, t is the time under ageing and τ
is the LED lifetime at a given current, I, and the ratio of lifetimes at

different currents is given by ( )=
−t

t

I

I

n

0 0
where n is typically found

to be between 1.5–2.151 Degradation mechanisms that were identi-
fied from the early days included both those in the semiconductor
(point and line defects and their migration during operation), metal
contacts (reaction with the semiconductor and metal migration) and
those due to bonding and packaging (solder instability, mechanical
stress in heat sinks).147–172

There have been many studies that have attempted to unravel the
complexity created by the presence of multiple degradation or failure
modes. As an example, Wang et al.173 reported a model in which the

Figure 4. Schematic of LED structure grown an AlN substrate. Reproduced from Leo Schowalter, Crystal IS, Pseudomorphic AlGaN Semiconductors: From
UVC LED and UVC LD to RF and Power Revolution, IEEE EDS Webinar, Nov 18th, 2020.
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LED lifetime, τ, was given by

τ = θ−A eTj
Tj

where ATj and Ɵ are constants derived from a weighting of
temperature and current-driven stress.

Yang et al.172 reported an alternative model, developed for white
LEDs, which again assumed junction temperature and drive current
were the dominant factors, but used multiple-coupled stress ageing
rather than constant stress conditions., i.e. different currents at the
same temperature and different currents at different temperatures.
This dual-stress approach led to a fitted lifetime given by

( )τ = −−I exp 2.58
Tj

0.17 4200 and a time dependence for output

power as β= α−P e ,tout where α = /−CI kTexp .n Ea This is a purely
empirical relationship and does not include the decay mechanism
and thus cannot differentiate between a reduction in light extraction
efficiency or internal quantum efficiency. However, it does provide a
reasonable fit to experimental data for white LEDs.172

Zhang et al.48 made a quick assessment of the lifetime of
transparent UV LEDs employing a p-AlN contact layer LED, through
fitting of its EQE-J curves before and after short-term reliability test.
Their assumption is that after initial burn-in comprising stressing
under normal current density for 24 h), LED’s EQE usually exhibit an
exponential decay with time and then if the observed reduction in
efficiency with time is due to defect generation,48

γ= / + +ECE Bn An Bn Cnmax
2 2 3

Where γ is the light extraction efficiency, A is the non-radiative
recombination rate, B is the radiative recombination rate, C is the
Auger recombination rate and n is the injected carrier density. Under
conditions where Auger current can be neglected, this leads to a
slope of the ECE curve as a function of current density (J) at low
injection conditions given by48

δ
δ

=ECE

J

LEE B

edA

2 .
2

Where LEE is the light extraction efficiency, d is the quantum
well active region thickness and e is the electronic charge. Under
high injection, the corresponding equation is

δ
δ

= −ECE

J

ECE

J3

By fitting the ECE-J curves under different injection levels, this
provides a means of extracting the value of ta as48

δ
δ

=t
B n

ECE
A

t

.

.
a

Figure 5. Cross-sectional high-angle annular dark field scanning transmission electron microscopy image of UVC LED active region. The LED was grown on a
single crystal AlN substrate. Reproduced with permission from Yoshikawa et al., Jpn. J. Appl. Phys.13, 022001 (2020), Copyright Applied Physics Express and
IOP.
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In the equation

( ) = ( )ECE t ECE e0
t
ta

This same group49 have used this model to extract lifetime data
for deep UV LEDs (267–278 nm) as a function of drive current at
room temperature and found that larger the current, the bigger the
defect maximal multiplication factor and the hotter the junction

temperature at a given set of conditions, the bigger the initial defect
density in the LED must have been. Typical results are shown in
Fig. 9 for two different drive currents and for a premium device in
Fig. 10. Note the exceptional room temperature lifetime of over
30,000 h for reduction of output power to 70% of the original value.

Ruschel et al.122 reported on current-induced degradation and
lifetime prediction of LEDs emitting at 310 nm. They found that at
long operation times, the degradation rate was almost independent of

Figure 6. Typical emission spectra from UVC LED as a function of drive current.

Figure 7. Summary of reported degradation mechanisms in UV LEDs. Degradation of output power from UVC LEDs as a function for fixed drive current (a) or
a a function of increasing drive current(b). Reproduced from Leo Schowalter, Crystal IS, Pseudomorphic AlGaN Semiconductors: From UVC LED and UVC LD
to RF and Power Revolution, IEEE EDS Webinar, Nov 18th, 2020.

ECS Journal of Solid State Science and Technology, 2023 12 066002



current density, while at short times, this rate was strongly dependent
on current density. The mean normalized output power was
proportional to the product of aging time and the third power of
current density. They fitted their data to the relation122

=
−t C J70% 70%

3

where t70% is the lifetime for a drop of initial output power to the
70% level, J is the current density and C70% is a constant. The
exponent was extracted from the slope of a double logarithmic plot
of t70%-J. They also reported that the output power as a function of
time, P(t) could be represented as122

β α( ) = − ( ( + )β−
P t J tln exp3

1

where α and β were constants for a given current density. Fits using
this equation to their aging data are shown in Fig. 11. The results of
Kobayashi et al.148 were fit to this equation with α of 10−6 h−1 A−3

and β of 0.053.
Similar fits were reported by Trivellin et al.,175,176 as shown in

Fig. 12 for LEDs with emission wavelengths from 275–280 nm. The
commercial devices show a strong correlation between the stress

current and the degradation rate and the degradation shows the
inverse current dependence suggested by Ruschel et al.122

Piva et al.174 suggested there are two different time regimes for
degradation, with the first being over the first ∼1000 min of LED
operation suggested to be due to de-hydrogenation of Ga vacancies.
At this point, there is no direct experimental evidence for this
mechanism, although formation of Ga vacancies are energetically
favorable in AlGaN. The second time regime at times >1000 min
was suggested to be due to generation of midgap traps, with two
levels at EC−1.6 and EC−2.15 eV being detected. The initial
degradation in optical output is due to a decrease in carrier injection
efficiency, while the longer time scale degradation is due to
increased carrier recombination.174

Zhang et al.174,176,178 reported a detailed study of radiative
recombination of a high internal-quantum-efficiency 268 nm LED
within the context of the ABC model.178–180 They found that while
external quantum efficiency was high (∼86%), the light extraction
efficiency was low (∼15%). They also reported long-lifetime UVC
LEDs, as already shown in Fig. 10. Their model gives a good fit to
the LED lifetime, where the lifetime is proportional to the radiative
recombination coefficient and inversely proportional to the product
of initial nonradiative recombination coefficient and the rate of
growth in defect concentration,178 whilst also incorporating the
known dependence on junction temperature and drive current
density.180,181 The output power is then given by

= + ( − + ) +P
A H

A
ke k e Hlnt

at0

0

Where A0 = NT0σv,v is the carrier kinetic energy, α is the defect
growth rate, k is a constant, NT the defect concentration, H = Bn +
Cn2 and A is the value of A at zero time. As shown in Fig. 10, the
experimental data fits well to the model for A0 in the range 6 × 105

to 7.6 × 106 s−1, H = 2 × 107 s−1, k = 3–10 and α = 5–7 × 10−4

h−1, with e ranges representing values over a temperature range from
25 °C–60 °C,182. At room temperature, lifetime values >10,000 h are
possible.as shown in Fig. 10.and assuming a final output power of
80% of the initial value. In that case the fitting parameters were A0 =
2 × 106 s−1, H = 5 × 107 s−1, k = 103 and α = 5 × 10−5 h−1,183.

The lifetime data indicate that while LED lifetime decreases
monotonically with increasing junction temperature and driving
current, the functional dependences of these two effects are different.
The driving current has a power law effect, whereas junction
temperature has an exponential effect.182–188 Thus the lifetime of
LEDs is much more sensitive to the junction temperature than
driving current.

It is important to note that most of the models end up with some
degree of curve fitting, which reduces the physical insight into the
degradation mechanisms.

Specific to the LISA mission application, the LEDs must be
capable of operating over a nominal 4-year mission that may be
extended to 8 years. The LEDs will operate under a pulsed mode to
discharge the metal test masses as they charge due to cosmic rays
and solar flares. Given the importance of the scientific mission, the
goal was to generate data for at least 2 years to be sure the lifetime
trends were consistent with these mission lengths.

Recent Pulsed vs DC Aging Results

Letson188–190 recently reported test results from over 200 UV
LEDs to characterize both the short-term and long-term performance
of these devices over the entire expected operating range of the
LISA charge management device. LEDs were tested at 4 tempera-
tures of 20 °C, 40 °C, 60 °C, and 80 °C. At each temperature,
devices were tested at either low, medium or high stress driving
condition in either a DC or pulsed manner. The devices run in a DC,
or continuous, mode were operated at either 1 mA, 20 mA, or
80 mA. The pulsed devices were operated at a driving current of
20 mA and a duty cycle of 5%, or a pulse width of 500 ns. The stress

Figure 8. Degradation in light output for a population of UVC LEDs as a
function of time at fixed drive current (top) and (bottom) the rate of
degradation as a function of drive current.
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Figure 9. Long-term aging characteristics of deep UV LEDs at to different temperatures (a) and lifetime extraction assuming a reduction in output power to 70%
of the original value (b). courtesy. Reprinted with permission from Jianping Zhang, Ling Zhou, Ying Gao, Alex Lunev, Shuai Wu, Bolb Inc, Livermore CA, U.S.
A.UVC LED Lifetime Models and the defect dynamics under stress (private communication) and PSS (2023).174

Figure 10. lifetime measurement data and fit for a 278 nm UVC LED stressed at 25 °C and 250 mA for 10 000 h. The device maintained an optical output power
≈83.5% of the initial value, reprinted from Ref. 174.
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level was varied for each testing group by limiting the number of
cycles of the 100 kHz reference signal in which a UV light pulse was
produced. The low stress and medium stress devices only produced a
UV pulse in the first 500 cycles and 10,000 cycles of every second,
respectively. In contrast, the high-stress case devices pulsed con-
tinuously, meaning they produced a pulse in every cycle of the
100 kHz reference signal. In this section, we provide a summary of
those results.

188–190 While previous studies of the lifetime of UV
LEDs have been done at operating modes relevant for LISA,
additional operating modes for the UV LEDs have also since been
developed, meaning these new modes will need to be tested on the
ground to build confidence that they will be maintainable for the full
LISA mission duration.

The parameter survey lifetime test took place over 191 days
while 96 UV LEDs were driven in 24 different operating modes
while the output power was continuously monitored for each LED.
When viewing the power degradation during the lifetime test, it is
most intuitive to view the relative power output for each device since
the starting power of each LED is different. Thus, by viewing the
percent degradation of each LED, comparisons can be made more
directly across devices and device types. The data below has been
normalized by the power at the beginning of the lifetime test.
Specifically, each curve was normalized by the average ADC output
between 40,000 seconds and 60,000 seconds from the start of the
test. This allows for any temperature-dependent power fluctuations
to settle as the rack and LEDs came up to their specified operating
temperature. For these tests, we focused on commercial LEDs
fabricated on AlN substrates. Figure 13 shows typical I-V char-
acteristics before and after before and after dc aging at 20 °C for
9600 h. The corresponding emission spectra for these devices are
shown in Fig. 14. There are only relatively minor changes in these
parameters over this 9600 h test.

Since the only metric that matters in terms of LED lifetime for
the LISA mission is the ability to produce enough power to

effectively discharge the test mass, the driving parameters required
to do so don’t need to be locked in place. If an LED begins to lose
output power over time, the driving parameters can be increased to
ensure the device provides enough UV power to discharge the test
mass. To make the next lifetime test more representative of flight-
like operation, the constant power lifetime tests do just that. Using a
closed-loop feedback controller, the lifetime testing software adjust
the driving parameters of each LED separately to maintain a constant
UV power output over the duration of the test. the previous lifetime
test indicated that pulsing the LEDs does not add any extra stress to
the device. In fact, the DC continuous mode was more stressful than
the pulsed continuous mode. The constant power lifetime test
examined the quasi-DC (qDC) continuous mode and the pulsed
continuous mode. Continuous discharge power requirements dictate
a power level of 0.5 nW in qDC mode, and 2 nW in pulsed mode
should be maintained for the mission. To add margin, the qDC and
pulsed driving parameters are selected to maintain these target
powers with a 2x margin (1 nW qDC and 4 nW pulsed). Only
temperatures of 20 °C and 40 °C were used in this lifetime test to
avoid activating failure mechanisms in the devices that aren’t present
at realistic spacecraft temperature.

Figures 15a and 15b show the dc aging data at either 20 or 80 mA
and the four different temperatures, while Figs. 15c and 15d show
the corresponding pulsed data obtained for either 10, 000 or 100,000
pulses per second at the different temperatures. Current, temperature
and pulsed bias repetition rate all influence the degradation of output
power. The pulsed data is particularly relevant to a number of
applications for deep UV LEDs, since it approximates actual
operating conditions.

Monte-Carlo and Partial Least-Squares Regression

Because there has been little work thus far on correlating
indicators of UV LED device quality to their long-term performance,
we have recently explored several approaches to use the change in

Figure 11. Mean normalized optical power versus logarithmic time scale. For different current densities, the characteristic times ττ are indicated. Also shown
are the logarithmic functions (dashed lines) and the extended logarithmic function (solid line). Reprinted from Ruschel et al.123, Open Access.
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device parameters during aging tests to forecast their reliability. We
took 450-day aging data from four different types of tests, quasi-DC
testing at either 20 °C or 40 °C and pulsed testing at these same
temperatures. Table I shows correlation coefficients for these
parameters, but there are none that consistently indicate a strong
influence (ρ > 0.7) on the long-term performance of these devices in
every operating mode. Some of the more promising metrics are the
UV ratio, peak height ratio, ideality factor after turn-on, pseudo
junction resistance, and 4 V forward current. the metrics considered
they are the best. One thing that is interesting to note from the
correlation table is that the pre-test metrics seem to have stronger
correlations with the performance of the qDC LEDs than the pulsed
LEDs. This might be a consequence of the fact the qDC LEDs have
consistently degraded more than the pulsed LEDs and it could be
true that these pre-test metrics have less influence on the early
degradation of the devices and start to influence the performance
more as the devices lose more power.

It is also worth mentioning that the correlation is only a measure
of a linear dependence between two data sets. Since the physics that
governs the performance of these UV LEDs is complex, it is
reasonable that there are higher order relationships between these
pre-test metrics and the long-term performance that are not obvious
in the data. More complex analysis techniques than simple correla-
tions will need to be used in future. Although most of these

correlations are weak at best, this information can still be a useful
indication of long-term performance.

Even though there are no strong correlations between the pre-test
metrics and the lifetime performance, there are some reasonably
strong correlations between the pre-test metrics themselves, which
violates one of the assumptions of the simplest multiple linear
regression techniques. To avoid the issues this typically causes in
multiple linear regression problems, a partial least squares regression
(PLSR) was used to model a response variable. PLSR works by
creating new predictor variables that are linear combinations of the
original predictor variables. Each component is created to explain
the observed variability in the response variable. The transformed
predictor variables of a PLSR model are also orthogonal to one
another, so there is zero correlation when ultimately creating the
linear model.174,175 While the goal of a degradation model would be
to directly relate the physical properties measured during the lifetime
pre-tests, combining the pre-test measurements into components is
still a useful practice because the weights of the original predictor
variables used to create each component can still be analyzed to
determine which metrics the model is placing the most importance
on when calculating components that explain the highest variance in
the response variable.

Quality indicators model.—The first PLSR model approached
used the pre-lifetime metrics presented in Table I plus the tempera-
ture of the LED and a categorical variable that took a value of 0 for
devices operated in the qDC operating mode and a value of 1 for
devices operated in the pulsed mode. These last two environmental
variables were included in the model so that a single model could be
fit to all 96 devices. While future models could look at a more
advanced method of accounting for the device temperature and
operating condition, simply adding these parameters onto the end of
the predictor variables seems to be a reasonable way to account for
the device operating conditions. The response variable in this model
was the relative integrated current after 450 days of operation. This
PLSR model was trained on a randomly selected 50% of the data and
the remaining 50% of the device metrics were used as a test set to
evaluate the quality of the model. While this model generally
predicts the performance of the bulk of the devices well, it struggled
to predict the performance of the outlier devices that required more
than a 20% increase in integrated current. The higher UV ratios
(cleaner spectra) led to less degradation and the presence of a
280 nm parasitic peak increased the device degradation. The only
other significant weights in the first 5 components were placed on
the ideality factors before and after turn-on. Although the compo-
nents seem to identify conflicting patterns in the ideality factor
before turn-on, the first component (most significant) indicates that
higher ideality factors before turn-on lead to reduced power loss
while higher ideality factors after turn-on lead to increased power
loss. Both results are backed up by the literature in that degradation
is caused by the same factors that lead to higher device turn on
currents (lower IFoff) and lower device efficiencies resulting from
non-radiative recombination (higher IFon). Even though the model
did not perfectly predict the performance of these devices, the PLSR
model still reflects what is known about the physics of these LEDs
and can use this information to predict the long-term performance.

Spectra and I-V model.—The other promising PLSR model that
attempts to explain the long-term degradation of the continuous
LEDs uses a single spectrum and I-V curve to predict performance.
Even though the individual data points from a spectrum or I-V
measurement may be highly co-linear and contain more than 2000
measurements, the partial least squares algorithm is excellent at
reducing the large number of predictor variables into a smaller
number of uncorrelated components that can be used to predict the
response variable. In this model, the matrix of predictor variables
was a 96 × 2112 matrix where each row corresponds to a single
sample, or LED, from the lifetime test, and each column corresponds
to a measurement at a specific operating condition for all samples. A

Figure 12. (a) Normalized optical power during the degradation at different
stress currents (b) Lifetime as a function of stress current density and current
inverse cubic fitting. Reprinted from Trivellin et al.177
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single row of the predictor matrix was comprised of the 2047
measurements of spectrum counts taken at 20 mA at uniformly
spaced wavelengths between 185.8 nm and 757.7 nm, 63 measure-
ments of the device current taken at uniformly spaced voltages
between −6 V and 6.4 V, and then the device operating temperature
in °C and a Boolean 0 or 1 corresponding to qDC or pulsed
operation.

Since the model uses so many observations to explain a single
response variable, care must be taken to not over-fit the model to the
training set and create a model that is only useful for predicting
results from this set of LEDs. To make sure the model was not over-
fit, a randomly selected 20% of the samples were selected as a
holdout set that the model was not trained on. With the remaining
80% of data, the PLSR model was trained on a randomly selected

Figure 13. I-V Curves for a typical Crystal IS device before and at logarithmic spaced intervals throughout the 400-day lifetime test.

Figure 14. Typical emission spectra of a Crystal IS 250 nm device at a constant drive current of 20 mA, before and after 400-days of operation.
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50% of the data and the model parameters were saved. After 20
iterations of this process, the average model parameters were used in
the final.

PLSR model to evaluate the expected relative IC value for both
the training and test sets. The resulting evaluation of the spectrum
and IV PLSR model is shown in Fig. 16. This model predicts the
relative IC after 450 days more precisely than the quality indicator
model and is also able to predict the large degradation seen in the
outliers more accurately than any other model.

Several other PLSR models were considered, including those that
just used a spectrum measurement or an I-V curve of the device, but
using both the spectrum and IV measurements of a single device
gave the PLSR model higher predictive power for the devices that
had degraded more than average. The PLSR model was determined

using only 15 components since this was enough to explain 98.9% of
the variance in the response variable. For the spectral contributions,
the PLSR model correctly places positive weights on the mid-gap
emission peak centered around 475 nm indicating that a more
prevalent parasitic peak indicates the device will degrade more in
the long term. Interestingly, the top 8 components indicate that
different wavelengths of the main peak have different influences on
the reliability. In the first two components, the low wavelength peak
centered around 252 nm increases the predicted degradation while
the second peak centered around 258.7 nm decreases the predicted
degradation. Later components tell conflicting stories of the con-
tribution of the main spectrum peak; however the contribution of the
main peak has a similar magnitude as each contribution attributed to
the mid-gap emission peak. Since the LEDs typically don’t have

Figure 15. Relative power output of 32 Crystal IS 250 nm LEDs at (a) 20 mA constant current for 191 days (b) 80 mA constant current for 177 days (c) 10,000
pulses per second for 177 days and (d) 100,000 pulses per second for 177 days. Each group tested a device from 2 different lots (designated CJ and CK) at
temperatures of 20 °C, 40 °C, 60 °C, and 80 °C.

Table 1. Correlation coefficients between each pre-lifetime metric and the relative increase in integrated current.

Metric qDC-20 °C qDC-40 °C Pulsed-20 °C Pulsed-40 °C

UV Ratio −0.808 −0.201 −0.156 0.015
Low Power −0.123 −0.364 0.290 0.342
High Power −0.062 −0.362 0.321 0.0112
Parasitic 280 −0.162 0.516 0.109 0.289
Peak Height ratio 0.480 0.192 0.005 −0.091
IFoff −0.270 −0.167 −0.205 0.044
IFon 0.553 0.222 0.319 −0.217
Leakage −0.501 0.185 −0.051 0.094
Current Pseudo −0.344 −0.303 −0.101 0.240
Junction resistance at 4 V Current 0.366 0.267 0.235 −0.035
Turn-on 0.443 0.014 0.242 0.089
6 V current −0.236 0.285 −0.349 0.088
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differences in the peak wavelength or FWHM of the main peak, this
region of the component weights is more difficult to interpret than
other regions of the model weights. The I-V influence weight plots
are shown on a log-y scale so the contribution of each voltage can be
seen. These subplots show the absolute value of the model weights,
however negative weights are indicated by a red dot. Although these
contribution plots are difficult to interpret, the main takeaways from
the I-V contribution plots are firstly that all components place much
more significant weights on the region of the I-V curve above 5 V.
Secondly, the majority of the eight components place a negative
weight on some portion of the reverse bias region of the I-V curve.
Since the current produced in this region is negative, the product of
the current and negative weight leads to a higher predicted integrated
current, or more degradation, which is also predicted by the device
physics. The first two components place a positive weight on the
majority of the I-V curve after turn-on. A higher current draw at a
constant voltage would generally indicate a more efficient LED,
however it seems that after turn-on, the I-V curves value a lower
current draw. The last 5 components however place a negative
weight on most or all the I-V curve after turn-on, meaning a more
efficient device should indicate a higher long-term reliability as
expected from the model. Finally, the model places a positive weight
on the operating temperature, indicating hotter devices degrade
faster. The most significant contributions also place a negative
weight to the operating condition of the device, indicating devices
run in the pulsed mode typically degrade less than the qDC devices.
Although the higher order components have varying signs assigned
to the operating condition, the weights with greatest magnitude all
validate the data.

Monte Carlo lifetime projections.—Since one of the applications
for UV LEDs is in the charge management system of the LISA space
mission, it is of interest to project the degradation of the LEDs to get
an idea of how a single LED would perform over the entire LISA
mission. In a worst-case degradation scenario (ignoring infant
mortality or catastrophic failure or the device), the integrated current
would increase exponentially with time. As a device required a
higher integrated current to meet discharge power requirements, the

integrated current would begin to increase the degradation rate of the
device and the degradation would accelerate with time in a type of
positive feedback loop. As previously mentioned, however, the
integrated current appears to increase linearly with time after an
initial nonlinear period. While this exponential increase in IC does
not exactly fit all the data that has been collected thus far, it is still
beneficial to look at this worst-case scenario to project the degrada-
tion of the devices several years into the future.

As with the parameter survey lifetime tests, a Monte Carlo
simulation was performed on the data from each case to get an
estimate of the integrated current at several points in the future. To
generate the 10,000 samples needed for the Monte Carlo analysis,
first a two-term exponential equation was fit to each relative IC time
series. An example of the Monte Carlo projection for the pulsed
discharge mode at 20 °C is seen in Fig. 17, which shows the 8-year
exponential projections of the simulated devices in blue, and the data
from the 24 real devices being tested at that operating mode overlaid
in red. Similar plots were generated for dc and pulsed testing at
different temperatures. The 95th and 99th relative integrated
percentiles after eight years are indicated by the black dashed lines
in the projection plot. A histogram of the relative integrated currents
after 8 years can be seen to the right of the projection plot which
gives a better picture of the IC distribution for each group. The
relative IC percentiles are also tabulated in Table II for each
operating case. LEDs in the qDC operating mode can be driven up
to a relative IC of 1000 before they reach DC operation of 20 mA
and LEDs being operated in the pulsed mode can be driven up to a
relative IC of 50 before they reach 100,000 pulses per second, 10%
duty cycle, and 20 mA. At these points for both driving cases, the
drive current can be increased up to 80 mA, however this would
accelerate the degradation.

The results of the Monte Carlo simulation show that even after 8
years of continuous operation, the test data predicts with 99%
confidence that the pulsed case LEDs will require an integrated
current twice as high as at the start of the mission which is nowhere
near the maximum operation of these LEDs. Similarly, 99% of the
20 °C qDC LEDs should require an integrated current 4.79 times
higher than at the start of this mission, which represents a qDC duty

Figure 16. Spectrum and IV PLSR model evaluation on the training and test data sets.

ECS Journal of Solid State Science and Technology, 2023 12 066002



cycle of only 0.48% if we consider the operating mode used in this
lifetime test. For the qDC 40 °C devices, the Monte Carlo simulation
predicts that after 8 years, 99% of the devices will require an
integrated current ≈40 times higher than at the start of the test, but
even this relatively high integrated current still only represents a
qDC duty cycle of 4%, well below DC operation of the UV LEDs.
Since the projected integrated current required from each of these
four cases is still so far away from driving these devices anywhere
near DC or continuous pulsed mode, it seems the assumption to
ignore sudden failures or rapid increases in current resulting from
driving these devices in a way that would be considered a high stress
is valid.

LED screening.—While the results of the Monte Carlo simulation
are immediately very promising, it is important to emphasize that the
devices being used in this lifetime test were selected in such a way
that the variability in device quality was maximized to get a
sufficient spread of pre-test parameters to correlate to lifetime
performance. These device parameters have been discussed in detail
already, but as an attempt to simulate a realistic flight scenario where
only the “best” devices are selected for use in the flight hardware, the
Monte Carlo simulation was rerun using only the top 50% of devices
in each group, according to the pre-test rankings that were used to
sort the devices before the lifetime test.

The rank screened Monte Carlo simulation shows that when only
the best 12 devices from each group in terms of UV power, spectral
ratio, and electrical characteristics are used to generate statistics for a
simulated population of LEDs, the 99th percentile of relative
integrated current after 8 years is greatly reduced for both of the
qDC cases. The LEDs ranked in the bottom 50% of their group
included the single device from the 20 °C group which experienced a
sudden failure after 225 days, and all five devices from the 40 °C
group whose integrated current had increased by more than 25%
since the start of the test. Since the LEDs in the two pulsed groups
hadn’t degraded by very much in the first 450 days, eliminating the
worst 50% of devices had a very small effect on these cases. It is
possible that in this pulsed mode, the LEDs haven’t been operating
for long enough to see any meaningful separation of the LEDs yet so
while eliminating the worst devices from these groups has little
effect when looking at the first 450 days of data, it is still very
possible that over longer time scales, the lower ranked devices
would begin to show a more distinct separation from the devices that
were higher ranked.

The two lifetime tests that have been run thus far clearly show
these state-of-the-art UVC LEDs suffer from high device-to-device
variability which can affect their long-term performance. Even
though both tests have provided a very high level of confidence
that both the continuous and intermittent discharge modes needed for
LISA will be successful, simple screening methods have been able to

Figure 17. Monte Carlo simulation of the relative IC growth of 10,000 devices operated in the pulsed discharge mode at 20 °C. A histogram of relative ICs after
8 years is included at right.

Table 2. Relative integrated current percentiles after 8 years of
continuous discharge.

Operating Mode 95th Percentile 99th Percentile

qDC-20 °C 3.30 4.65
qDC-40 °C 19.23 39.05
Pulsed-20 °C 1.52 1.82
Pulsed-40C °C 1.88 2.12

Table 3. Relative Integrated Current Percentiles after 8 years of
continuous discharge when considering only the best 50% of tested
devices according to the pre-lifetime rankings.

Operating Mode 95th Percentile 99th Percentile

qDC-20 °C 1.40 1.51
qDC-40 °C 3.66 4.75
Pulsed-20 °C 1.75 2.06
Pulsed-40 °C 2.05 2.41
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show that we have enough of an understanding of these devices to
use simple pre-screening tests to select devices that will improve the
long-term performance of the LISA flight hardware.

Summary and Conclusions

The light output power, external quantum efficiency, operation
voltage, and long-term stability of UVC LEDs with wavelengths
from 280 nm down to 200 nm is still not at the level of maturity of
visible LEDs. Critical challenges include low resistance UV-
reflective contacts as well as efficient carrier injection which can
be addressed by novel approaches like tunnel-junctions and polar-
ization doping. Techniques such as laser liftoff coupled with
backside shaping for enhanced light extraction are more difficult
to incorporate in UVB/C LEDs with high-Al composition AlGaN
layers. Some initial reports of n- and p-type doping of AlN also open
exciting possibilities for devices with emission wavelengths down to
210 nm. Devices emitting near 230 nm with output powers >3 mW.
The efficiency is still low due to changes in the polarization of light
emission, high concentrations of point defects as well as carrier
injection in AlGaN MQWs, which are partially mitigated by
optimized growth on bulk AlN substrates. The devices show a
characteristic reduction in optical output over hundreds or thousands
of hours, with the rate of decline dependent on drive current, duty
cycle and temperature. Much of the degradation appears due to point
defect creation during device operation perhaps involving recombi-
nation-enhanced reactions. Over-doping the p-layers also leads to
performance and reliability issues due to Mg interstitial formation
and interactions residual hydrogen.191,192 This means it is important
to use methods to pre-select devices that begin with low concentra-
tions of grown-in defects and two parameters to use in this selection
are the ideality factor and ratio of band-edge to midgap emission.
The stability of the AlN/AlGaN interfaces at high Al content are also
important and require a low background concentration of oxygen
within the layers.

The role of hydrogen is still unclear. Since it can passivate Mg
acceptors and is present from the precursors in MOCVD growth
environment, it can affect the output power of the LED. However, as
the device is operated, the injection of electrons can de-passivate the
acceptors, leading to a high hole concentration and an increase in
emission intensity. This mechanism has been identified previously in
heterojunction bipolar transistors where the carbon base dopants
reactivate during device operation193. The kinetics of this process are
usually too fast to be noticeable under DC operation, but we have
observed such increases in the pulsed operation data.

Recent lifetime tests leveraging pre-test screening using para-
metric selection based on ideality factor and bandedge-to-midgap
emission have been used to create a model that can predict the long-
term performance of these devices. A partial least squares regression
technique was used to create two different models; one that uses the
pre-test quality indicators, and one that uses the pre-test spectrum
and current-voltage measurements. Both models show an agreement
with the physics-based interpretations of the test results and validate
that there is an important relationship between the fabrication quality
of the LEDs and their long-term performance.

State-of-the-art deep UV LED technology is ready to replace
Mercury-vapor lamps as the UV light source for contactless
discharge in space. Although the commercial technology is rela-
tively new, the devices are already at a state that will allow them to
meet all the LISA mission’s performance and lifetime
requirements.194,195
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